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Abstract 
This paper presents an Iterative Heuristic Algorithm for optimal layout of clusters for three-dimensional layout 
planning. The use of cluster analysis is proposed for grouping highly related objects. The vertical location 
problem for locating clusters on different levels is formulated. Intergroup Adjacency Matrix is developed by 
grouping closely related objects. Clusters are located on different levels based on the order of importance of 
clusters  and also on the area restriction on each level. 
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1. Introduction 

Unlike classification and prediction, clustering 

analyzes data objects without consulting a known 

class label. The objects are clustered or grouped based 

on the principle of maximizing the intra-class 

similarity and minimizing the interclass similarity. 

That is, clusters of objects are formed so that objects 

within a cluster have high similarity in comparison to 

one another, but are very dissimilar to objects in other 

clusters. 

 
Data clustering is under tremendous development 

[5,11]. Research areas include data mining, statistics, 

marketing, spatial database technology, machine 

learning and biology. Owing to the huge amounts of 

data collected in databases, cluster analysis has been 

an active topic in data mining research. As a branch 

of statistics, cluster analysis has been studied 

extensively over the years, focusing on distance-based 

cluster analysis. This paper presents clustering 

algorithm based on Euclidean-distance measure for 

location of clusters on different levels. There are a 

number of clustering algorithms available but we 

developed a program to use the hierarchical clustering 

method for grouping data objects into a tree of 

clusters.  Our aim is to locate clusters on different 

levels, so that closely related objects do not split over 

levels.  We discuss the use of clustering technique for 

identifying the groups of highly inter-related objects. 

 
In this paper the emphasis will be on identifying the 

groups of highly interrelated objects, locating the 

clusters on different levels and using Iterative 

Heuristic Algorithm. 

 

2. Cluster Analysis Approach  

In layout planning, the location order calculations are 

not designed to isolate groups of closely related objects 

and  that the location process is only able to optimize 

the location of an object with respect to the locations 



of pre-located objects.  Also  the processing time is 

very high for large-sized  problems and that the 

objects tend to split between levels which may not be 

acceptable [6, 9, 10]. 

3-dimensional layout problem can be written as: 
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where    hkl = absolute value of the vertical distance(in 

units) between kth and l th levels 
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d’ij = horizontal distance between the location of  

objects  i and j when both the objects are on the same 

level. 

d’ic and d’jc = horizontal distance from object i and j  to  

the circulation point of objects.   

 
This is a mixed integer nonlinear programming 

problem of great complexity. The first term of the 

distance expression represents the weighted vertical 

travel, the second term represents the horizontal 

travel when the objects are located on the same level. 

The variables for t e h problem are: 
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where R is the prescribed boundary of the level 
layout. 
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Here, the third term of the objective function 

represents the sum of intra-level travel costs. The 

first term represents the inter-level vertical travel 

cost while the second  term represents the inter-level 

horizontal travel cost. 

If the objects with high interactions are suitably 

clustered, it amounts to the vanishing of contributions 

from the first two terms. For moderate and small 

values of   trips, tij , the objects are not expected to be 

located on the same level and the contribution from 

the third term vanishes. Further, for objects located 

on different levels with moderate values of   tij , the 

first term will dominate the second term. Thus, if the 

objective function is approximated as the sum of the 

first and third terms, ignoring the second  term, the 

problem splits into a partitioning problem in the 

domain of quadratic assignment problem.  

The use of cluster analysis technique to maximize 

the adjacency within subsets of objects while 

minimizing the travel cost between clusters appears 

to be an extremely good approach. Thus after cluster 

formation, the layout  problem constituting the first 

term of the objective function is minimized and later 

the level-wise layout problem is solved by minimizing 

the third term of objective function with appropriate 

set of constraints. 

Thus, a three step procedure is used to solve the 

three-dimensional layout problem. They are:   i)  Use 

of  clustering technique for identifying groups of 

highly interrelated objects, ii) Use of an exact or 

efficient algorithm for minimizing intergroup 



adjacency cost, and iii) Use of iterative heuristic 

algorithms for obtaining layouts of objects at each 

level. 

In the following section, no discussion of step ii) is 

presented since the algorithm has been described 

elsewhere[2]. 

 
3.  Procedure for Multi-Level Location Problem  

The cluster analysis procedure is a four stage process. 

In the first stage, the cost of interaction(trips) is 

specified. Based on this we obtain a dendogram 

showing the successive fusion of objects, which 

culminates at the stage where all the objects are in 

one group. In the second stage, object areas are 

inserted which splits the single group into clusters of 

closely related objects, each of which is small enough 

to accommodate on a level. We determine the 

Intergroup Adjacency Matrix as discussed in section 

3.1. In the third stage, vertical layout problem is 

carried out. This is discussed in section  4. The last 

stage of the process consists of locating objects on 

different levels using a two-dimensional layout 

procedure. 

 

3.1  Clustering Objects  and Determining  Intergroup 
Adjacency Matrix 
 

The procedure for clustering and determining inter-

group     adjacency matrix involves:  i) Develop the 

Adjacency Matrix between pairs of objects. This is the 

number of trips between objects. ii)  Find the largest 

number of interaction(trips)  between pairs of objects 

from the adjacency matrix. This is the cluster level to 

start with the cluster analysis procedure. Choose 

some cluster level interval. The pairs of objects which 

fall in this cluster level form a cluster and is 

designated by some cluster name for the purpose of 

identification. Decrease the cluster level by the cluster 

level interval chosen. Find the objects which fall in 

this cluster level. We go in for the third and 

subsequent cluster levels by further reducing by the 

cluster level interval. In this way, the objects falling 

in a particular cluster level are searched and 

identified by cluster name. iii) Plot the dendogram, 

and iv) A  search is made in the reverse direction to 

consider clusters of desired area in square units. If a 

cluster has an area less than the maximum 

permissible area per level, the identity and size of the 

cluster are stored in a table. A check is made for the 

non-repetition  of an object. v)  Construct an 

Intergroup Adjacency Matrix representing the 

interaction costs between clusters.  

The element  Tij  of the Inter-group Adjacency Matrix 

is given by: 
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where, Ci  is obtained by grouping of  objects 

belonging to the set I and Cj  is another cluster 

representing the group of objects belonging to the set 

J. 

3.2  Example  

An example has been studied by using clustering 

algorithm for three-dimensional  layout problems. An 

adjacency matrix is considered with 21 objects. These 

objects  are to be clustered and the adjacency matrix 

containing the communication values  between objects 

is known. The  communication value, tij between 

objects i and j  can be obtained from   the adjacency 

matrix. At level 1 of the clustering procedure, objects 

3 and 4 are fused to form a cluster, since t34 is the 

largest communication value in the adjacency matrix. 

The number of communication values between this 

and the remaining 19 objects are obtained. Next 

largest entry is 182, and so objects 12 and 13 are 

fused to form a second group. The next largest entry is 



151 and so objects 10 and 11 are fused to form the 

third group. All the groups are designated by cluster 

names. Since the number of objects for this example is 

21, the first group is  named as 22. Finally, fusion of 

the groups takes place to form a single group 

containing all the 21 objects. The dendogram  is thus 

created. Since the maximum permissible area per 

level is 19 sq units, the groups which have area less 

than or equal to 19 sq units are listed. Table 1 shows 

the object(s) forming the  cluster and cluster area for 

three-dimensional layout problem.  

Table 1-  Identity and size of cluster on three levels 
Number of clusters=12 

Cluster  
Number 

Object(s) forming the 
Cluster 

Cluster  
Area 

1 1, 2, 17 (group number=38) 8 
2 3, 4, 20, 21 (group number=28) 4 
3 9,10,11,14 (group number=27) 18 
4 12, 13 (group number=23) 6 
5 5 1 
6 6 1 
7 7 3 
8 8 3 
9 15 3 
10 16 5 
11 18 1 
12 19 2 

 

Table 2 shows the intergroup adjacency matrix 
representing the travel costs between clusters. 

 

Table 2- Intergroup adjacency matrix representing the travel costs between clusters 

Number of clusters=12 
Cluster 
No. 

Cluster 
units 

1 2 3   4       5 6     7 8 9 10 11 12 

1 8 0            
2 4 118 0           
3 18 72 90 0          
4 6 60 265 515 0         
5 1 6 25 0 11 0        
6 1 3 2 2 4 3 0       
7 3 21 18 58 165 0 2 0      
8 3 3 44 135 64 0 3 56 0     
9 3 3 44 135 64 0 3 8 56 0    
10 5 21 18 58 165 0 2 62 8 56 0   
11 1 38 37 3 59 1 0 3 0 0 3 0  
12 2 37 116 20 56 0 0 2 7 7 2 2 0 

 

4. Vertical Layout Problem 

The vertical layout optimization problem[1] can be 

written as 
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where  x ik  = 1 if the ith object is located on kth level 

               = 0 otherwise 

            x jl   = 1 if the j th  object is located on l th  level 

               = 0 otherwise 

            t ij  = number of interactive trips between the 

objects i and j                               

            d kl  = vertical distance between the  k th   and   

l th level 

                   = |k – l | 

       n     = number of objects 

       f      = number of levels 

The constraints are:  
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where ai is the area required for object i and Al  is the 

available space on level l. Constaint (2) represents the 

restriction of available space on each level while the 

constraint (3) models the condition that a particular 

object must be located on any one of the levels[8]. 

The above problem is a quadratic assignment 

problem. There exists no reliable exact algorithms 

which can solve quadratic assignment problem where 

the number of objects is greater than 12. However, 

since the number of levels for medium sized problems 

is usually small and the number of clusters is much 

smaller than the number of objects, it is possible to 

attempt an exact solution if a suitable algorithm can 

be developed. An iterative heuristic algorithm is 

discussed in section 4.1    which is simpler and easier 

to implement. 

4.1 Iterative Heuristic  Algorithm for Multilevel 

Problem 

We discuss below  an Iterative Heuristic Algorithm 

for locating clusters to minimize vertical 

communication costs. In each iteration a hierarchical 

procedure for two-dimensional  layout problem is 

made use of. We do not discuss the two-dimensional 

layout problem in this paper. 

The iterative algorithm is described below. 

Step 1. Construct an Intergroup Adjacency Matrix 

representing the communication costs 

between clusters. Set i = 1. Set all  dij’s  to 

unity.(dij is the distance between the pre-

located cluster and the next cluster to be 

located) 

Step 2. Compute the travel cost matrix(Tij ) wherein 

each element of the matrix is given by:  

t ij  * d ij = T ij  

Step 3. Rank the clusters for location on the basis of 

travel cost. The cluster having the maximum 

travel cost with other clusters should be 

ranked first. The cluster having the largest 

travel cost with the previously located cluster 

should be ranked next for location. Thus, at 

any step, the cluster having the maximum 

sum of travel costs with all the previously 

located clusters will be ranked next. Hence a 

complete ordering of clusters can be 

established. 

Step 4. Locate the first cluster at the middle 

level(mth level). Consider the next cluster in 

the priority list. Determine the optimal 

location of this cluster from cost 

considerations. It must be ensured that in a 

particular level sufficient area is available for 

locating the entire cluster. If sufficient area 

is not available, optimal location is attempted 

in the (m-1)th level having unfilled level 

areas. The procedure is repeated for all 

clusters until the entire level is filled. It 

should be noted that the problem is a 

constrained one on account of the limitation 

on the number of levels and available area on 

each level. 

Step 5. As in Step 4, complete the (m+1)th  level. 

Step 6. Repeat Steps 4 and 5 until all the clusters 

are located. 

Step 7. Calculate the vertical distance representing 

the weighted distance between clusters(or 

between levels) taking the middle level as the 

centre point. Compute the communication 

cost and print the layout. 

Step 8. Perform Steps 2 to 7 until a sufficient 

number of alternate layouts are available. 

Step 9. Select the least cost layout. 

4.2. Results 



A program is developed for the Iterative Heuristic 

Algorithm for multilevel layout problem. The input 

consists of number of levels, adjacency matrix 

containing number of travel trips between clusters, 

area(in square units) of each cluster, and maximum 

area permitted per level. The program requires to 

determine pairs of objects  for forming a cluster, check 

if a cluster has been considered for a particular level, 

and also allocate objects on different levels. An 

optimal layout design is thus obtained. 

Table 3 shows the allocation of clusters on different 

levels and the total travel cost and Table 4 shows the 

allocation of 12 clusters/objects on three levels.  

To test cluster analysis program, layouts were 

obtained. The program was developed for  clustering 

technique to generate lists of clusters for locating on 

different levels. Layouts were obtained for three levels  

with maximum area permitted per level as  19 square 

units., and number of clusters as 12. Tables 3, and 4 

show the grouping of objects and also the total cost of 

locating clusters on three levels. 

Table 3- Representation of object location on three 
levels[1] 

                                   6    17    2    2 
Level 3    15     15   17    2    1 

15     16   16    1    1 
           16   16  16 

                          19     4   13  13    7 
Level 2                   19     3   13  13    7     7 

         21   20   12  12    8     8 
               18          8 
Level 1          14   14   10  10    9     9 

         14   14   10  11    9     9 
         14   14   11  11    9     9 

                          5 

Number of objects= 21 
Level 1 cost= 292.35 units 
Level 2 cost= 2737.88 units 
Level 3 cost= 1381.96 units 
 

 
 

Table 4- Allocation of clusters/objects on  three levels 
Number of clusters = 12 

Maximum area permitted / level = 19 square units 
Total Cost= 2135 units 

 
Level Clusters Objects 
Third 1 , 6, 9, 10  1,2,17 , 6, 15, 16 

Secon
d 

4 , 2, 7, 8, 11, 12 12,13,  3, 4, 20, 21, 
7, 8, 18, 19  
 

First 3  , 5 9, 10, 11, 14 ,  5 
Note:   represents the clusters and the corresponding 
objects. 

 

Thus, objects 1, 2, and 17 form a cluster and are on 

the same level. Also, objects 12, and 13 are on level 2 

and objects 3, 4, 20, and 21 are clustered and located 

on second level. On level one, objects 9, 10, 11, and 14 

are located. 

5.    Conclusion 

It is interesting to note that the algorithm is 

extremely efficient and easy to implement. It is suited 

for solving reasonably large problems. The algorithm 

gives reasonably good results at low computing cost. It 

is postulated that the deviation of these solutions 

from the exact optimum in large problems will be 

marginal. 

The cost of the layout would depend on the initial 

adjacency matrix containing the number of trips 

between objects. Given the location matrix, that is, an 

area for locating the clusters, the cost of layout would 

depend on where the first cluster is located.  We can 

develop the layout by locating the first cluster in the 

center of the location matrix or at the extreme top-left 

corner of the layout matrix. It is found that layout 

generated by locating the first cluster in the center of 

the floor gives lower cost as compared to the one 

generated by locating at the top-left corner of the 

location matrix. 
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